
DOI: 10.1056/AIoa2300015

ORIGINAL ARTICLE

Ms. Shekar and Dr. 
Pataranutaporn contributed 
equally to this article.

The author affiliations are listed at 
the end of the article.

Ms. Shekar can be contacted at 
scshekar@stanford.edu; and Dr. 
Pataranutaporn can be contacted 
at patpat@mit .edu.

Abstract
BACKGROUND This article presents a comprehensive analysis of how artificial intelligence 
(AI)–generated medical responses are perceived and evaluated by nonexperts.

METHODS We conducted a study in which a total of 300 participants gave evaluations for 
medical responses that were either written by a medical doctor on an online health care plat-
form or generated by a large language model and labeled by physicians as having high accu-
racy or low accuracy.

RESULTS Results showed that participants could not effectively distinguish between 
AI-generated responses and doctors’ responses and demonstrated a preference for 
AI-generated responses, rating high-accuracy AI-generated responses as significantly more 
valid, trustworthy, and complete/satisfactory. Low-accuracy AI-generated responses on 
average performed very similarly to doctors’ responses. Participants not only found these 
low- accuracy AI-generated responses to be valid, trustworthy, and complete/satisfactory, 
but also indicated a high tendency to follow the potentially harmful medical advice and 
incorrectly seek unnecessary medical attention as a result of the response provided. This 
problematic reaction was comparable with, if not stronger than, the reaction they displayed 
toward doctors’ responses. Both experts and nonexperts exhibited bias, finding AI-generated 
responses to be more thorough and accurate than doctors’ responses but still valuing the 
involvement of a doctor in the delivery of their medical advice.

CONCLUSIONS The increased trust placed in inaccurate or inappropriate AI-generated 
medical advice can lead to misdiagnosis and harmful consequences for individuals seek-
ing help. Further, participants were more trusting of high-accuracy AI-generated responses 
when told they were given by a doctor, and experts rated AI-generated responses signifi-
cantly higher when the source of the response was unknown. Ultimately, AI systems should 
be implemented in collaboration with medical professionals when used for the delivery of 
medical advice in order to prevent misinformation while reaping the benefits of such cut-
ting-edge technology.
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Introduction

T he use of artificial intelligence (AI) in medicine 
and health care has increased in various domains 
and applications1-5 in recent years, from radiol-

ogy imaging6 to mental health chatbots7 and drug discov-
ery.8 The Covid-19 pandemic further reinforced people’s 
comfort in seeking medical information online, with more 
accessible means of receiving on-demand medical infor-
mation.9-11 Rapid advancement of generative AI has led to 
large language models (LLMs) and generative pretrained 
transformers (GPTs), including Gemini, LaMDA, Llama, 
and Alpaca,12-18 with capabilities of language generation 
and question answering in various domains.16 Researchers 
have explored the use of LLMs for automating and support-
ing medical tasks, including diagnosis and triage,19-21 pro-
viding treatment information,22 treatment prescription,23 
assisting surgery,24-26 supporting patients’ mental health 
and well-being,27-33 analyzing laboratory results,34 medi-
cal report generation,35,36 medical text deidentification,37 
and medical education.38-41 Recently, Microsoft and Epic 
Systems have explored the use of LLMs to help decrease 
administrative burdens on health care providers. University 
of California San Diego Health; University of Wisconsin 
Health in Madison, Wisconsin; and Stanford Health Care 
were among the first organizations to deploy technology to 
respond to health care messages automatically.42,43

Studies have shown notable performances of LLMs com-
pleting medical licensing exams.44-49 One study showed 
that GPT-4 exceeds the passing score of the official prac-
tice materials for the United States Medical Licensing 
Examination.44 Another study found that ChatGPT was 
able to generate higher quality and more empathetic 
responses to patient questions.50 A randomized controlled 
trial for medical diagnosis comparing physicians alone, AI 
alone, and physicians augmented with AI had the unex-
pected finding that AI alone outperformed all the other 
groups.51 However, a follow-up study from the same group 
found that physicians augmented with AI performed com-
parably to AI alone and both groups together outperformed 
physicians not using AI.52

Despite their potential benefit to health care and medi-
cine,53-55 the stochastic nature of LLMs makes it challeng-
ing to determine when LLMs will give factually correct 
answers versus confidently provide false information (i.e., 
hallucination or confabulation).56,57 The stakes are high in 
medical applications. For instance, a study on the use of 
LLMs to select next-step antidepressant treatment in major 

depression showed that the model’s inclusion of less opti-
mal clinical recommendations posed a significant risk if 
used routinely without expert supervision.23

As LLMs become more prevalent in mainstream search 
engines and conversational interfaces, it is not always fea-
sible to have expert supervision. Simply focusing on the 
accuracy of LLMs in answering medical questions is insuf-
ficient, as this fails to capture the broader implications of 
the technology for the health care system and society at 
large.53,58,59 We argue that it is critical to study how the lay 
public perceives, evaluates, and is affected by AI-generated 
responses, especially when incorrect, as LLM nonex-
perts will encounter situations where they might trust 
AI-generated advice, particularly in the absence of immedi-
ate medical professional guidance. Overrelying on false or 
incomplete AI-generated responses could lead to delayed 
or inappropriate treatment, potentially worsening health 
outcomes and even endangering lives.

In this study, we analyzed patient questions from a reputa-
ble telemedicine platform to investigate how well partici-
pants distinguish between doctor-provided responses and 
responses generated by AI; how participants rate the valid-
ity, trustworthiness, satisfaction, and other aspects of the 
AI-generated responses compared with doctors’ responses; 
and how participants’ knowledge of the response source 
influences their perception of the response.

Methodology
This article presents three experiments investigating 
AI-generated medical responses to medical questions and 
whether the AI-generated responses are comparable to phy-
sician responses. Additionally, this study explores the per-
ception of these AI-generated medical responses from the 
perspective of both the public and physicians.

DATASET GENERATION

One hundred and fifty anonymous medical questions and 
doctors’ responses were retrieved from the question forum 
on HealthTap (https://www .healthtap .com/), an online 
health care provider. The inquiries cover six domains of 
medicine: preventative and risk factors; conditions and 
symptoms; diagnostics and tests; procedures and surger-
ies; medication and treatments; and recovery and wellness, 
with equal distribution.

Using GPT-3,12 AI responses were produced for each of 
the medical questions. We applied the default settings of 
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GPT-3 without any modification to assess the performance 
of the baseline model (model: text-davinci-002, tempera-
ture: 0.7, maximum length: 256).

These AI-generated responses were subsequently eval-
uated by four evaluators to establish the ground truth on 
whether the AI-generated responses were accurate. The 
evaluators were general physicians recruited from Stanford 
University and University of California, San Francisco, who 
were compensated with a $100 Amazon gift card for their 
contribution. Each expert evaluator was asked to evaluate 
the responses on three axes: accuracy, completeness, and 
strength. While we primarily focused on the accuracy rat-
ings based on initial clinical testing, it was important to pro-
vide these additional dimensions of evaluation to ensure 
we had the best possible accuracy ratings. For example, an 
AI-generated response to an inquiry about treatment for a 
condition may provide an accurate response but exclude 
alternative treatments. When asked to evaluate an answer, 
if the axis of completeness was not available the reviewer 
may have a more difficult time saying this answer was accu-
rate, as it omitted other details; however, by providing these 
axes of evaluation the reviewer could say that this answer is 
accurate but incomplete.

Experts were informed that they would be evaluating 
AI-generated responses, thus making this a nonblind eval-
uation. Based on these evaluations made by four practic-
ing physicians, providing the ground truth on whether the 
AI-generated response was correct (yes = 3, maybe = 2, 
no = 1), compiled scores for each medical response in a data-
set of a 150 medical question–response pairs were formed. 
The medical responses were then organized according to 
the different accuracy levels. Any response with two or less 
“maybe” evaluations was considered to have high accuracy. 
Any inquiry with the majority of evaluations being rated 
maybe or worse was considered to have low accuracy. This 
organized dataset was utilized to conduct an array of stud-
ies. We used the experts’ ratings to select a subset of medical 
question–response pairs, forming a new dataset consisting of 
30 distinct pairs of medical questions and doctors’ responses; 
30 distinct pairs of medical questions and high-accuracy 
AI-generated responses; and 30 distinct pairs of medical 
questions and low-accuracy AI-generated responses.

Later, six additional physicians were asked to evaluate 
the same medical question–response pairs but with the 
source of the response unknown (blind evaluation). Given 
evidence of the response source influencing participant 
evaluation of AI-generated responses, we were interested 
in exploring if our physicians also revealed any particular 
biases during blind evaluations of AI-generated responses. 

Therefore, three of the experts were asked to evaluate data-
set A, a dataset of 150 medical question–response pairs 
with a random selection of 75 inquiries answered by a doc-
tor and the other 75 by AI. The remaining three experts 
received dataset B, where the same random selection of 75 
inquiries were this time answered by AI and the remaining 
inquiries were answered by a doctor.

There was a total of three expert evaluations for each of the 
150 AI-generated question–response pairs and 150 doc-
tors’ response pairs in both the blind and nonblind experi-
ments. This amounted to a sample of 150 composite expert 
evaluation scores for AI-generated responses and 150 for 
doctors’ responses in each of the evaluations (blind vs. 
nonblind).

TASK DESCRIPTION

First, we investigated whether participants would be 
able to distinguish AI-generated responses from doctors’ 
responses as a preliminary understanding of participant 
perception of AI and doctors in responding to health inqui-
ries. In this first experiment, 100 online participants were 
presented with 10 medical question–response pairs ran-
domly selected from a collection of 30 doctors’ responses, 
30 high-accuracy AI-generated responses, and 30 low-ac-
curacy AI-generated responses. After reading the provided 
medical question–response pair, participants provided 
Likert scale evaluations on a scale of 1 (strongly disagree) 
to 5 (strongly agree) on their understanding of the med-
ical question and their understanding of the response. 
Additionally, they indicated their belief about the response 
source (response given by a doctor or an AI text generator) 
and provided a Likert scale evaluation of their confidence in 
the source they selected on a scale of 1 (low confidence) to 5 
(high confidence). The full set of questionnaires is listed in 
the Supplementary Appendix.

For the second experiment, we assessed how participants 
evaluate responses generated by the AI system compared 
with those provided by doctors, when they are unaware 
of the exact source of the responses. This experiment, 
similarly to experiment 1, involved 100 participants, who 
were presented with 10 medical question–response pairs 
randomly selected from a collection of doctors’ responses, 
high-accuracy AI-generated responses, and low-accuracy 
AI-generated responses. Here, participants provided Likert 
scale evaluations on a scale of 1 (strongly disagree) to 5 
(strongly agree) on their understanding of the medical ques-
tion and their understanding of the response. Additionally, 
they were asked to indicate their perception of response 
validity (yes/no). Finally, participants provided Likert 
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scale evaluations of the trustworthiness of the response; 
the completeness and satisfaction of the response; partic-
ipant tendency to search for additional information based 
on the response; participant tendency to follow the advice 
provided in the response; and participant tendency to seek 
subsequent medical attention as a result of the response.

In the third experiment, we investigated if participants 
exhibited biases toward or against certain response types. 
Similarly to experiments 1 and 2, 100 participants were 
presented with 10 medical question–response pairs ran-
domly selected from a collection of doctors’ responses, 
high-accuracy AI-generated responses, and low-accuracy 
AI-generated responses. However, at the start of the sur-
vey, participants were randomly shown one of three labels: 
“The responses to each medical question were given by a 
%(doctor)”; “The responses to each medical question were 
given by %(artificial intelligence (AI))”; or “The responses 
to each medical question were given by a %(doctor assisted 
by AI).” Participants then provided Likert scale evaluations 
on a scale of 1 (strongly disagree) to 5 (strongly agree) on 
their understanding of the medical question and their 
understanding of the response. They indicated their per-
ception of response validity (yes/no). Finally, they provided 
Likert scale evaluations on a scale of 1 (strongly disagree) 
to 5 (strongly agree) of the trustworthiness of the response; 
the completeness and satisfaction of the response; partic-
ipant tendency to search for additional information based 
on the response; participant tendency to follow the advice 
provided in the response; and participant tendency to seek 
subsequent medical attention as a result of the response.

LINGUISTIC ANALYSIS

Additionally, linguistic analysis was completed to identify 
if there were any significant variations in linguistic char-
acteristics (i.e., word count, sentiment, and readability) in 
the different response types. We used the Valence Aware 
Dictionary and Sentiment Reasoner (VADER) sentiment 
analysis tool attuned to sentiments expressed in social 
media.60 We used VADER sentiment scores based on the 
vaderSentiment library and Flesch Reading Ease readabil-
ity score based on readability library.61,62 We used descrip-
tive statistics and the analysis of variance (ANOVA) to 
analyze the results.

PARTICIPANTS

We recruited the participants using the website Prolific. 
Participants were prescreened to be fluent in English and 
older than 18 years of age. The study was set to be balanced 
between male and female participants.

We excluded participants who did not complete the full 
study and did not pass the screening questions and atten-
tion check. After exclusions, we had 98 participants for 
experiment 1, 96 participants for experiment 2, and 100 
participants for experiment 3. The full demographic data 
are in the Supplementary Appendix.

STATISTICAL ANALYSIS

The 30 medical responses from the three conditions 
(doctor, high-accuracy AI, and low-accuracy AI) each had 
approximately 8 to 12 participant evaluations. As a result, 
each condition had a total of approximately 300 partici-
pant evaluations. For experiments 1, 2, and 3, linear mixed 
effects models, with crossed random effects for subjects 
and question–response pairs, were used to account for the 
fact that the participants rated multiple question–response 
pairs from different response types in a random order. This 
approach allowed for the analysis of multiple evaluations 
of different medical responses completed by the same par-
ticipant. The models were constructed in R (version 4.3.1) 
using the lme4 package, with the response scores as the 
dependent variable. An omnibus test of whether average 
response scores were the same across the three condi-
tions was conducted using a likelihood ratio test. Pairwise 
comparisons among conditions were calculated using the 
emmeans package in R, with P values adjusted for fami-
ly-wise error using the sequential Bonferroni method. The 
intraclass correlation was calculated using the psych pack-
age in R, with the adjusted intraclass correlation reported. 
For the additional experiment on the physicians’ evalua-
tions of AI-generated responses with and without response 
source shown, a simple t-test was utilized to analyze signif-
icance between response sources (AI-generated vs. doctor) 
within each of the groups (accuracy ratings from the blind 
study, accuracy ratings from the nonblind study, and so 
on). Additionally, to identify if there were statistically sig-
nificant differences between scores arising across the dif-
ferent test types (blind vs. nonblind) and different response 
sources (AI-generated vs. doctor), a two-way ANOVA test 
was completed.

Results
One hundred and fifty anonymous medical questions and 
their corresponding doctors’ responses were retrieved 
from HealthTap. AI-generated responses were produced 
for each inquiry and evaluated by four practicing physi-
cians from Stanford Health and University of California, 
San Francisco, who rated accuracy as yes, maybe, or no. 
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Responses with two or fewer maybe evaluations and zero 
no evaluations were considered high accuracy, while those 
with a majority of maybe or worse responses were consid-
ered low accuracy; see Figure 1 and Figure 2. Of the 150 
AI-generated responses, 56.0% achieved high accuracy 
and 44.0% low accuracy; see Figure 3. Using these expert 
ratings, we created a dataset of 90 question–response pairs: 
30 with doctors’ responses, 30 with high-accuracy AI 
responses, and 30 with low-accuracy AI responses. We then 
conducted studies with 100 online participants recruited 
through a platform designed to represent the general pub-
lic (demographic data are in the Supplementary Appendix) 
to assess the perception of AI-generated responses versus 
doctors’ responses. Detailed methodology and analysis are 
provided in the Supplementary Appendix.

EXPERIMENT 1: EVALUATION OF PARTICIPANT 
ABILITY TO DISTINGUISH ARTIFICIAL 
INTELLIGENCE–GENERATED RESPONSES FROM 
DOCTORS’ RESPONSES

First, we investigated whether participants would be 
able to distinguish AI-generated responses from doctors’ 
responses as a preliminary understanding of participant 

perception of AI and doctors’ performance in responding 
to health inquiries. To do so, participants were provided 
with a medical question and a corresponding response, a 
doctor’s response, a high-accuracy AI-generated response, 
or a low-accuracy AI-generated response. To reiterate, 
as judged by our four expert evaluators, high-accuracy AI 
refers to responses that are generated by the AI system with 
a high degree of accuracy, while low-accuracy AI refers to 
responses generated by the AI system with a lower degree 
of accuracy; see Figure 3.

Overall, in experiment 1, 100 online participants (98 par-
ticipants passed the screening and were included in the 
result) were presented with 10 randomly selected medical 
question–response pairs from a collection of 30 doctors’ 
responses, 30 high-accuracy AI-generated responses, and 
30 low-accuracy AI-generated responses. After reading 
the provided medical question–response pair, participants 
were asked to provide Likert scale evaluations on a scale 
of 1 (strongly disagree) to 5 (strongly agree) of their under-
standing of the medical question and their understanding 
of the response. Additionally, they were asked to indicate 
their belief about the response source (response given by a 
doctor or an AI text generator) and provide a Likert scale 

Yes Yes Yes Yes 12 High

Yes Yes Yes Maybe 11 High

Yes Yes Maybe Maybe 10 High

Yes Maybe Maybe Maybe 9 Medium

Maybe Maybe Maybe Maybe 8 Medium

Maybe Maybe Maybe No 7 Medium

Maybe Maybe No No 6 Poor

Maybe No No No 5 Poor

No No No No 4 Poor
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Anonymous Medical
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1

User Evaluation

Experiment 1

6
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Linguistic Analysis5

Generation of AI
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Large Language Model

Health Tap User
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• Understanding Check
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6 Medical Domains

2

Medical Expert Evaluation of AI-Generated Responses
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3
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100 Online
Participants30 Questions + 
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AI-Generated
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• Understanding Check
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• Trustworthy
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• Tendency to Follow-Up
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Doctor
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Participants

Medical Questions + Randomized Selection of Responses
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• Understanding Check
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Figure 1. Visual Summary of the Dataset Construction and Pipeline of Experiments.
AI denotes artificial intelligence; info, information; Q, question; and R, response.
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evaluation of their confidence in the source they selected 
on a scale of 1 (low confidence) to 5 (high confidence); 
see Figure 4. The full set of questionnaires is listed in the 
Supplementary Appendix.

Understanding Inquiry and Response
From the hierarchical linear model analysis, there were no 
significant differences in the participants’ understanding of 
medical questions (P=0.5964) across the three categories 
(Fig. 5). However, significant differences were observed 
in participant evaluations of response understanding 
(P=1.787×10−4). From the pairwise comparison, we found 
that participants rated their understanding of AI-generated 
responses, regardless of the accuracy level (high-accuracy 

AI: mean = 4.53, standard deviation [SD] = 0.69; low-accu-
racy AI: mean = 4.56, SD = 0.62), to be significantly higher 
(high-accuracy AI vs. doctors: P=0.001; low-accuracy AI vs. 
doctors: P=0.0008) than their understanding of doctors’ 
responses (mean = 4.32, SD = 0.83).

Source Determination Accuracy
When participants were asked to determine the source of 
the medical response provided to them (doctor-written or 
AI-generated), there was an average source determination 
accuracy of 50% for doctors’ responses, 53% for high-accu-
racy AI responses, and 50% for low-accuracy AI responses. 
There were no significant differences in the participants’ 
performance in the source determination task (P=0.6539) 

Medical Domain Question Doctor’s Response AI-Generated Response

Preventative and Risk
Factors

I’m an offensive lineman that wants to prevent
hand injury by taping my hands and fingers.
How should I tape them to get the
most benefit?

Conditions and
Symptoms

My 3 month old has a cough. When should I
worry? He’s exclusively breasfed, is eating well
and has no fever. Sometimes has nasal
congestion but we suck it out with Saline and
Nose Frida Device

Basics: If the kid feeds vigorously & retains it’s normal
activity level things are likely fine. If the feeding falls off, the
kid seems to struggle to feed or breathe after nasal suction
things are moving in the direction where an evaluation soon
is needed. Sometimes this is just reaction to airborne
irritants but it could be RSV or other worrisome problem.

Tape is usually : Applied one of two ways. (first make sure
its not too tight and its better to have a trainer do it if
available and the tape should not roll or be too tight or be
too sticky) either single tape to a joint on one digit or buddy
tape to keep an injured finger next to another. If you buddy
tape often you avoid the joints and pad the area lightly
between the fingers, if you single tape a figure 8. Make sure
the tape doesnt roll up on itself, if it does you can gt a tight
ring that tightens as you move and you’ll end up needing to
cut it off when circulaiton is compromised. Tape is no
subsititute for a swollen injured digit, it there is an injury
seek medical attention.

There are a few ways that you can tape your hands and
fingers to prevent hand injury. One way is to tape your
fingers together so that they are unable to move
independently. This will help to prevent them from being
bent the wrong way or getting caught on something.
Another way is to tape your palms so that they are
protected from getting hit. This will help to prevent
bruising and other hand injuries.

If your baby is coughing and otherwise acting normally,
there is no need to worry. However, if the cough is
accompanied by other symptoms such as fever, difficulty
breathing, or lethargy, you should seek medical attention.

Diagnostic and Tests Had a traumatic brain injury 4 yrs ago. been
trying to cure my constant headache. I think I
may have occipital neuralgia. How would I
diagnose this? Thanks

PCP...Neurologist: 17 y/o female says, Had a traumatic
brain injury 4 yrs ago. Been trying to cure my constant
headache. I think I may have occipital neuralgia. How would
I diagnose this? Thanks. Injury seemed to have happened
when you were technically pediatric/ Adolescence age group.
Should first see the PCP or Pediatric Neurologist for
evaluation before anything else. The sooner the better.
Wish you well soon.

There is no one definitive test for diagnosing occipital
neuralgia. A diagnosis is typically made based on a
combination of a thorough medical history, a physical
examination, and additional tests such as imaging studies
(e.g., MRI, CT scan) and/or nerve conduction
studies/electromyography.

It is possible that lung reduction surgery may improve
subcutaneous emphysema, but this is not guaranteed.

There is no definitive answer to this question since there
is limited research on the potential interactions between
medical marijuana and lisinopril, hydrochlorothiazide,
and pacemakers. However, it is generally recommended
that people consult with a healthcare provider before using
medical marijuana, especially if they are taking other
medications. Additionally, it is important to be aware that
marijuana can interact with other medications and medical
devices, so it is important to use caution and consult with
a healthcare provider if there are any concerns.

2 difficulties with: this question. Pacemakers do not
“perform” heart beats. They only emit tiny electrical shocks
to heart muscle when heart contraction not electrically
detected within time limit set in pacemaker programming.
Electronic pacemaker initiated heart beats are always weaker
because less well coordinated. No clinical research trial data
exists to answer 1st questions; though zero basis to believe
healthy.

Procedures and Surgeries Will getting lung reduction surgery fix my
subcutaneous emphysema?

No: Subcutaneous emphysema is usually the result of a
collapsed lung (pneumothorax). It is treated with placing a
drainage tube between the ribs to “suck” the air out from
around the collapsed lung and allow it to reexpand. Subcut.
Emphysema can take days to resolve even after the lung
expands. Lung volume reduction surgery is really an elective
procedure rather than treatment for an acute process.

Medications and
Treatments

Does medical marijuana, with high cannabidiol
and low THC content, have negative interact-
ions with lisinopril, hydrochlorothiazide, and
a pacemaker that performs 87% of an elderly
person's heart beat?

Figure 2. Example Medical Questions by Category: Comparing Doctor-Written and Artificial Intelligence–
Generated Responses.

AI denotes artificial intelligence; CT, computed tomography; MRI, magnetic resonance imaging; PCP, primary care provider; RSV, 
respiratory syncytial virus; THC, tetrahydrocannabinol; and y/o, years old.
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across the three categories, indicating that participants 
were unable to effectively distinguish doctors’ responses 
from AI-generated medical responses.

Source Determination Confidence
When asked to provide their level of confidence in deter-
mining the source of the medical response provided to 
them, even though their accuracy was low (around 50%), 
participants reported a high level of confidence across 
the three types of response when they answered correctly 

(doctors’ response: mean = 3.94, SD = 0.87; high-accu-
racy AI response: mean = 3.78, SD = 0.91; low-accuracy 
AI response: mean = 3.94, SD = 0.79) and incorrectly 
(doctors’ response: mean = 3.98, SD = 0.84; high-accu-
racy AI response: mean = 3.77, SD = 0.93; low-accuracy AI 
response: mean = 4.02, SD = 0.84). The level of confidence 
when participants guessed correctly and incorrectly was 
not significantly different across the three response types 
(doctors’ response: P=0.6803; high-accuracy AI response: 
P=0.9279; low-accuracy AI response: P=0.9537).

Doctor 1 Doctor 2 Doctor 3 Doctor 4 Score Category

High-Accuracy
Responses

Low-Accuracy
Responses

44.0%
Low-Accuracy
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Figure 3. Expert Evaluation of Artificial Intelligence–Generated Medical Response Accuracy.
In Panel A, the table represents the compilation of the four physicians’ accuracy evaluation scores, with the values for each evaluation 
as follows: yes = 3, maybe = 2, no = 1. Using the following numerical values for each expert evaluation, a compiled score was formed. 
Any score equal to or above 10 (with two or fewer maybe evaluations) was considered high accuracy. Any score equal to or below 
9 (majority of evaluations are maybe or worse) was considered low accuracy. In Panel B, in a dataset of 150 artificial intelligence–
generated medical responses, 56.0% were of high accuracy and 44.0% were of low accuracy. Panel C shows a breakdown of high- and 
low-accuracy artificial intelligence–generated responses across the six different medical domains.
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Linguistic Analysis
We found that there were no significant differences iden-
tified in word count (P=0.154; doctors’ responses: mean 
= 46.9, SD = 20.3; high-accuracy AI response: mean = 
43.6, SD = 30.1; low-accuracy AI response: mean = 40.0, 
SD = 26.4), VADER sentiment60 value (P=0.107; doctors’ 
responses: mean = 0.0312, SD = 0.626; high-accuracy AI 
response: mean = −0.128, SD = 0.590; low-accuracy AI 
response: mean = 0.0460, SD = 0.559), and Flesch Reading 
Ease readability score61,62 (P=0.250; doctors’ responses: 
mean = 24.6, SD = 26.8; high-accuracy AI response: mean 
= 20.8, SD = 36.7; low-accuracy AI response: mean = 30.4, 
SD = 33.2) in the different response types.

EXPERIMENT 2: PARTICIPANTS’ EVALUATION OF 
ARTIFICIAL INTELLIGENCE–GENERATED RESPONSES 
COMPARED WITH DOCTORS’ RESPONSES

Experiment 2 aimed to assess how participants evalu-
ate responses when unaware of the source. One hundred 

participants (96 participants passed the screening and 
were included in the results) were presented with 10 
medical question–response pairs randomly selected from 
a collection of 30 doctors’ responses, 30 high-accuracy 
AI-generated responses, and 30 low-accuracy AI-generated 
responses.

Here, participants were asked to provide Likert scale eval-
uations on a scale of 1 (strongly disagree) to 5 (strongly 
agree) of their understanding of the medical question 
and their understanding of the response. Additionally, 
they were asked to indicate their perception of response 
validity (yes/no). Finally, participants were asked to pro-
vide Likert scale evaluations of the trustworthiness of 
the response; the completeness and satisfaction of the 
response; participant tendency to search for additional 
information based on the response; participant tendency 
to follow the advice provided in the response; and partic-
ipant tendency to seek subsequent medical attention as a 
result of the response.
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Figure 4. Participants’ Ability to Distinguish between Artificial Intelligence–Generated and Doctor-
Written Medical Responses.

Panel A shows the Likert analysis of participant understandability of each medical question and response. Panel B shows the 
quantification of responses perceived as artificial intelligence (AI)–generated versus provided by a doctor in the different response 
types (doctor, high-accuracy AI, low-accuracy AI) with participant confidence levels. Panel C shows analysis of medical response word 
count, sentiment, and readability. AI denotes artificial intelligence and ns, not significant.
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Understanding Inquiry and Response
From the hierarchical linear model analysis, there were 
no significant differences in the participants’ understand-
ing of medical questions across the three categories: 

doctor-written, high-accuracy AI-generated, and low- 
accuracy AI-generated (P=0.43) responses. However, 
participants demonstrated a significantly higher level of 
understanding (P=8.2×10−6) of AI-generated responses 
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Figure 5. Participants’ Perception and Evaluation of Doctor-Written, High-Accuracy Artificial 
Intelligence–Generated, and Low-Accuracy Artificial Intelligence–Generated Medical Responses.

Panel A shows analysis of participant understandability for each medical question and response. Panel B shows participant evaluation 
of perceived response validity, trustworthiness, and completeness/satisfaction. Panel C shows analysis of participant responses to 
survey questions inquiring about tendency to follow-up, including the likelihood of requiring additional information, following the advice 
provided in the medical response, and seeking subsequent medical attention. AI denotes artificial intelligence and ns, not significant.
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than the doctors’ responses, regardless of the AI-generated 
response accuracy level. Participants indicated the high-
est level of understanding for high-accuracy AI-generated 
responses (mean = 4.58, SD = 0.73), followed by low- 
accuracy AI-generated responses (mean = 4.48, SD = 0.87), 
and then the doctors’ responses (mean = 3.97, SD = 1.21) 
(high-accuracy AI vs. doctor: P<0.0001; low-accuracy AI 
vs. doctor: P<0.0001).

Validity
Additionally, significant differences were observed in par-
ticipant evaluations of response validity within the different 
response types (P=0.011). The pairwise analysis indicated 
that participants perceived the high-accuracy AI-generated 
(mean = 0.95, SD = 0.22) responses to be significantly more 
valid (P=0.0106) than the doctors’ responses (mean = 0.81, 
SD = 0.39). The low-accuracy AI-generated responses (mean 
= 0.87, SD = 0.34) performed very comparably with the doc-
tors’ responses.

Trustworthiness
Significant differences were observed in participant eval-
uations of response trustworthiness within the different 
response types (P=0.0058). The pairwise analysis indi-
cated that participants perceived the high-accuracy AI 
responses (mean = 4.26, SD = 0.86) to be significantly 
more trustworthy (P=0.0050) than the doctors’ responses 
(mean = 3.85, SD = 1.13). The low-accuracy AI-generated 
responses (mean = 4.06; SD = 1.05) were rated similarly to 
the doctors’ responses.

Completeness/Satisfaction
Significant differences were observed in participant eval-
uations of response completeness and satisfaction in the 
different response types (P=0.005). The pairwise analysis 
indicated that participants perceived the high-accuracy 
AI responses (mean = 4.03, SD = 1.11) to be significantly 
more complete/satisfactory (P=0.0042) than the doctors’ 
responses (mean = 3.55, SD = 1.33). The low-accuracy 
AI-generated responses (mean = 3.77, SD = 1.30) were 
rated similarly to the doctors’ responses, with no significant 
difference identified.

Tendency to Seek Additional Information
Beyond the previous metrics, such as validity, trustworthi-
ness, and completeness, we were also interested in gaining 
an understanding of what next steps the participant might 
be inclined to take as a result of the response. Participants 

were told to picture themselves asking their doctor the 
given question and were asked to rate their tendency to 
seek additional information as a result of the response 
they received. We did not observe significant differences 
(P=0.10) between doctors’ responses (mean = 3.94, SD 
= 1.17), high-accuracy AI responses (mean = 3.65, SD = 
1.35), and low-accuracy AI responses (mean = 3.88, SD = 
1.21).

Tendency to Follow the Advice Provided
Asked to envision themselves as the patient seeking advice, 
participants rated their tendency to follow the advice pro-
vided to them in the response. We did not observe signif-
icant differences (P=0.094) between doctors’ responses 
(mean = 3.68, SD = 1.20), high-accuracy AI responses 
(mean = 4.00, SD = 1.02), and low-accuracy AI responses 
(mean = 3.85, SD = 1.14), demonstrating a relatively equal 
tendency to follow the advice provided across all three 
response types.

Tendency to Seek Further Medical Attention
Finally, participants were asked to rate their tendency 
to seek subsequent medical attention as a result of the 
response provided. We did not observe significant differ-
ences (P=0.26) between doctors’ responses (mean = 3.42, 
SD = 1.31), high-accuracy AI responses (mean = 3.56, SD 
= 1.24), and low-accuracy AI responses (mean = 3.66, SD 
= 1.28).

EXPERIMENT 3: PARTICIPANTS’ EVALUATION OF 
ARTIFICIAL INTELLIGENCE–GENERATED RESPONSES 
COMPARED WITH DOCTORS’ RESPONSES GIVEN A 
RANDOM LABEL

We investigated if participants exhibited biases toward or 
against certain response sources. Similarly to Experiment 
2,100 participants (all 100 participants passed the screen-
ing and were included in the result) were presented with 10 
medical question–response pairs randomly selected from 
a collection of 30 doctors’ responses, 30 high-accuracy 
AI-generated responses, and 30 low-accuracy AI-generated 
responses. However, at the start of the survey, participants 
were randomly shown one of three labels: “The responses 
to each medical question were given by a %(doctor)”; “The 
responses to each medical question were given by %(artifi-
cial intelligence (AI))”; or “The responses to each medical 
question were given by a %(doctor assisted by AI).”

Then, similarly to experiment 2, participants were asked 
to provide Likert scale evaluations on a scale of 1 (strongly 
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Figure 6. Participant Trust and Expert Evaluation of AI-Generated Medical Responses by Accuracy and 
Source Label.

Panel A shows a screenshot of the survey platform displaying the randomly assigned source label. Panel B shows Likert analyses of 
participant evaluations of response trustworthiness across the different response types and different source labels (doctor, AI, and 
doctor assisted by AI), demonstrating the impact of randomized source labels on participants’ perception of doctor-written, high-
accuracy artificial intelligence (AI)–generated, and low-accuracy AI-generated medical responses. Panels C and D are part of the blind 
and nonblind evaluations of the AI-generated medical responses by physicians. In Panel C, the table represents the compilation of 
three expert evaluation scores with the values for each evaluation as follows: yes = 3, maybe = 2, no = 1. Using these numerical values 
for each expert evaluation, a compiled score was formed. Any score equal to or above 7 (with two or fewer maybe evaluations) is 
considered high accuracy. Any score equal to or below 6 (the majority of evaluations are maybe or worse) is considered low accuracy. 
There was a total of three expert evaluations in each evaluation round, blind and nonblind. Panel D shows compiled accuracy scores 
for blind evaluation – average of 150 compiled scores from each test (accuracy, strength, and completeness) across both response 
types (AI generated and doctor written) – and nonblind evaluation – average of 150 compiled scores from each test (accuracy, 
strength, and completeness) across both response types (AI generated and doctor written). AI denotes artificial intelligence and ns, 
not significant.

NEJM AI is produced by NEJM Group, a division of the Massachusetts Medical Society.
Downloaded from ai.nejm.org at Universidad Nacional Autonoma de México - UNAM on May 22, 2025. For personal use only.
 No other uses without permission. Copyright © 2025 Massachusetts Medical Society. All rights reserved. 



NEJM AI 12

disagree) to 5 (strongly agree) of their understanding of the 
medical question and their understanding of the response. 
They were asked to indicate their perception of response 
validity (yes/no). Finally, they were asked to provide Likert 
scale evaluations on a scale of 1 (strongly disagree) to 5 
(strongly agree) of the trustworthiness of the response; 
the completeness and satisfaction of the response; partic-
ipant tendency to search for additional information based 
on the response; participant tendency to follow the advice 
provided in the response; and participant tendency to seek 
subsequent medical attention as a result of the response.

In general, the source labels had little effect on partici-
pants’ evaluations of the medical responses. However, we 
observed the effect of the labels on the trustworthiness 
rating of the doctors’ responses (P=0.022) and high-accu-
racy AI responses (P=0.0042); see Figure 6. In particular, 
the pairwise analysis revealed that in the presence of the 
label “This response to each medical question was given 
by a %(doctor),” participants tended to rate high-accuracy 
AI-generated responses as significantly more trustworthy 
(doctor vs. AI: P=0.013; doctor vs. doctor assisted by AI: 
P=0.01). However, we did not see such an impact of the 
same label (doctor) on the trustworthiness ratings of the 
low-accuracy AI-generated response (P=0.49).

ADDITIONAL EXPERIMENT: PHYSICIANS’ 
EVALUATIONS OF ARTIFICIAL INTELLIGENCE–
GENERATED RESPONSES WITH AND WITHOUT 
RESPONSE SOURCE INDICATED

Identifying key results across nonexpert participant eval-
uations of the AI-generated responses versus the doctors’ 
responses, we wanted to conduct a preliminary investiga-
tion of whether similar trends would be found among the 
physician evaluators. Particularly, we were interested in 
exploring if our physicians revealed any particular biases 
during their evaluation of the AI-generated responses. To do 
so, we first asked three of our four physicians from the ini-
tial evaluation to also evaluate the doctors’ responses, com-
pleting the nonblind portion of the study. Simultaneously, 
six additional general physicians from the same institu-
tions were asked to complete a blind evaluation of the 
same AI-generated responses and doctors’ responses. More 
details regarding the design of this additional study can be 
found in the methodology. We found that when the experts 
did not have access to the label regarding the source of the 
response (doctor written or AI generated), there was no 
significant difference in their evaluation in terms of accu-
racy (P=0.2258), strength (P=0.5694), and completeness 
(P=0.2740). However, when the experts did have access to 

the source of the response, they evaluated the AI-generated 
responses as significantly lower in all three metrics: accu-
racy (P=6.509×10−13), strength (P=0.003), and complete-
ness (P=1.606×10−8). Additionally, when completing a 
two-way ANOVA test, a significant relationship between 
the study type (blind vs. nonblind) and the response source 
(AI vs. doctor) was identified while evaluating the accuracy 
(P=1.385×10−7) and completeness (P=0.001126), con-
firming a bias presented by experts against AI-generated 
responses when the source of the response is indicated; see 
Figure 6.

Discussion
Participants demonstrated similar understanding of med-
ical questions across all groups (high-accuracy AI, low-ac-
curacy AI, and doctor). This consistency, combined with no 
differences in linguistic characteristics between response 
types, thus controlling for any confounding factors related 
to medical question–response linguistics that could impact 
evaluation outcomes, ensures that evaluation differ-
ences reflect perception of responses rather than question 
comprehension.

PUBLIC TRUST, RISK, AND PERCEPTION OF 
ARTIFICIAL INTELLIGENCE–GENERATED MEDICAL 
RESPONSES

Participants displayed an approximate 50% accuracy rate 
in discerning the origin of the medical responses, making it 
clear that they struggled to effectively differentiate between 
medical advice offered by a doctor and medical responses 
generated by AI. This holds true even when the accuracy of 
the AI-generated medical response is comparatively low. 
Thus, participants perceived the AI-generated responses as 
remarkably similar to those provided by doctors, rendering 
them unable to accurately differentiate between the advice 
given by the AI and that offered by a registered physician on 
the online health care platform HealthTap.

In addition to participants’ inability to distinguish 
AI-generated responses from doctors’ responses, we 
found that participants evaluated AI-generated responses 
as almost equal to, if not better than, responses pro-
vided by doctors across all metrics. AI-generated medical 
responses were found to be as comprehensive, valid, trust-
worthy, complete/satisfactory, and persuasive as doctors’ 
responses, with AI-generated responses of high accuracy 
performing significantly better in a majority of the met-
rics. Furthermore, on average, albeit not significantly, 
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low-accuracy AI-generated responses presented a higher 
level of performance than the doctors’ responses across all 
the evaluation metrics.

Participants’ inability to differentiate between the quality of 
AI-generated responses and doctors’ responses, regardless 
of accuracy, combined with their high evaluation of low-ac-
curacy AI responses, which were deemed comparable with, 
if not superior to, doctors’ responses, presents a concerning 
threat. When unaware of the response’s source, participants 
are willing to trust, be satisfied, and even act upon advice 
provided in AI-generated responses, similarly to how they 
would respond to advice given by a doctor, even when the 
AI-generated response includes inaccurate information. 
This unexpected trust and satisfaction with low-accuracy 
AI-generated responses may lead to unwitting acceptance 
of harmful or ineffective medical advice and concerns of 
liability for any resulting adverse patient outcomes.63

Participants evaluating unlabeled medical responses favored 
AI-generated ones, trusting even low-accuracy responses. 
However, source labeling changed evaluations significantly. 
High-accuracy AI responses labeled as doctor were deemed 
more trustworthy than when labeled as AI, suggesting that, 
while participants appreciate AI-generated advice, they gen-
erally prefer receiving it from doctors. Notably, the doctor 
label alone did not enhance perception of low-accuracy AI 
responses. This effect was strongest with high-accuracy AI 
responses, demonstrating a combined effect of desirable 
source and high-accuracy model for achieving desirable 
evaluations. Similar patterns appear in other domains, as 
shown in a study where humanlike explanations combined 
with high-accuracy AI responses increased trust in a legal 
decision-making advice.64 Interestingly, our expert evalu-
ators showed similar bias, rating AI responses significantly 
higher when source-blind. This reveals that even those 
responsible for establishing objective truth and assessing 
model efficacy can be susceptible to inherent biases.

EXTENDING THE APPLICABILITY OF OUR FINDINGS 
TO OTHER LANGUAGE MODELS

We used AI-generated responses from the GPT-3 model, 
which is among the most adopted language models with 
publicly accessible specifications and training data.12 While 
there are recent models with greater accuracy, including 
closed-source models, such as GPTs Claude and Gemini, 
and open-source alternatives like Llama, we believe that 
our findings regarding nonexperts’ perception and evalua-
tion of AI-generated medical responses can be generalized 
to AI-generated responses from other advanced language 
models. This is due to the shared underlying architectures 

and training methodologies across these models that permit 
newer models to hallucinate misinformation still.1,6,44,53,57 
Regardless of the specific language model employed, the 
possibility of generating both highly accurate and inaccu-
rate medical responses remains a concern.50,53 As these 
models progress and refine, the challenges identified in our 
study, such as laypeople’s capacity to differentiate between 
AI-generated and doctors’ medical responses, and biases 
in evaluation, will persist in their relevance and potentially 
even grow. It is critical for future research and development 
initiatives to take these insights into account when both 
designing AI models for incorporation into health care sys-
tems and outlining the framework for their effective, ethical 
implementation.

LIMITATIONS

There are several limitations to this study. First, this study 
uses GPT-3 rather than a more recent version of the model. 
While newer models might improve accuracy, it is concern-
ing that even low-accuracy responses from older models 
proved convincing.

Second, our participant pool, recruited through an online 
platform, may be skewed toward the technologically 
savvy and represents mainly those 18 to 49 years of age. 
Additionally, participants evaluated hypothetical scenarios 
rather than their own medical questions, lacking personal 
investment in the responses. Third, the study examines 
single question–response pairs without the context and 
follow-up typical in real clinical scenarios, where doctors 
would likely request additional information before provid-
ing advice. Future research should explore how such con-
text affects AI’s role in medical question answering.

BROADER IMPLICATIONS

Our findings expose a number of key considerations that 
need to be consistently evaluated, from the perspective of 
both the layperson and the physician, when designing and 
deploying technologies such as LLMs and chatbots in med-
ical response applications.

While existing studies of LLMs in medicine focus on phy-
sician perspectives and response accuracy,50 our research 
reveals a critical disconnect: responses deemed low accu-
racy by physicians may still be highly persuasive to laypeo-
ple, highlighting the danger in generating and releasing 
AI-generated medical responses to the public without doc-
tor supervision. This mirrors trends of patients trusting 
nonexpert sources for health advice65 and confirms that 
people cannot reliably identify AI-generated text, which 
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can appear “more human than human.”66 This creates a 
dangerous scenario where inaccurate AI medical advice 
might be deemed as trustworthy as a doctor’s response. 
Physician oversight remains essential for filtering out inac-
curate or inappropriate medical information.

Both experts and laypeople show inherent biases: laypeople 
trust responses labeled doctor more, while experts could 
exhibit bias toward or against AI-generated responses. 
Successful deployment of medical AI systems must there-
fore consider both source transparency and bias mitiga-
tion. Rather than focusing solely on accuracy, stakeholders 
should be encouraged to use AI as an augmentation tool 
while maintaining critical evaluation of information.67

Our study reveals that participants rate AI-generated 
responses, particularly high-accuracy ones, as equal to 
or better than doctors’ responses across all metrics, while 
maintaining higher trust in responses attributed to doc-
tors. However, responses labeled as doctor assisted by AI 
showed no significant improvement in evaluations, com-
plicating the ideal solution of combining AI’s comprehen-
sive responses with physician trust. This underscores the 
complexities of the situation and emphasizes the intricate 
dynamics through which participants and experts inter-
act and perceive medical responses. Future doctor-assist-
ed-by-AI applications will need careful framework design to 
build trust.58 Our findings suggest three key considerations: 
AI can effectively deliver medical responses when accurate; 
inaccurate AI responses risk misleading the public through 
persuasive humanlike language; and expert oversight is 
crucial to maximize AI’s unique capabilities while minimiz-
ing risks. Health care providers should focus on developing 
best practices for AI integration, establishing transparent 
physician involvement in AI-generated information deliv-
ery, and creating standardized methods for evaluating doc-
tor–AI collaboration across medical domains.

This research reveals that AI-generated medical responses 
are not only indistinguishable from doctors’ responses but 
are often preferred by the general public across all metrics 
— understandability, validity, trust, completeness/satisfac-
tion, and persuasion. However, participants showed higher 
trust when they believed responses came from doctors. 
This creates a concerning paradox: while AI responses can 
be compelling and seemingly trustworthy, their potential 
inaccuracies could lead to harmful or fatal consequences if 
used without expert oversight. These findings suggest that 
integrating AI into medical information delivery requires a 
more nuanced approach than previously considered.
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